J-Komputer. Vol 2 No 2. 31 Desember 2024, Hal 63 - 67
J-Ilmu Komputer. Vol 2 No 2. 31 Desember 2024 		Halaman 63 - 67
J-Komputer:JurnalTeknologiDanIlmiahTeknikKomputerDan Sains
ISSN : xxxxxxxx http://j-komputer.unigres.ac.id

Klasifikasi Kelayakan Beasiswa PIP Menggunakan KNNPada UPT Sekolah Dasar Negeri 19 Gresik
Achmad Gusnul Khuluq,Nurul Fuad
1,2 Program Studi Ilmu Komputer, Fakultas Teknik, Universitas Gresik
Email: 1 Gusnulachmad@gmail.com, 2 nurulfuad23@gmail.com


Abstract

The Program Indonesia Pintar (PIP) is a government strategic initiative designed to ensure educational continuity for students from underprivileged families. However, the selection process at UPT SD Negeri 19 Gresik still faces challenges regarding objectivity and efficiency due to the large volume of data processed manually. This study implements the K-Nearest Neighbor (KNN) algorithm to classify PIP scholarship eligibility automatically and accurately. The parameters utilized include parental occupation, monthly income, and home ownership status. Based on the analysis of 406 student records for the 2025/2026 academic year, the results show that 235 students (57.9%) are classified as "Eligible" and 171 students (42.1%) as "Not Eligible". This KNN method provides classification recommendations that are consistent with real-world data. These findings serve as a decision-support tool for the school to ensure that aid distribution is more effectively targeted.
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1. [bookmark: 1._Pendahuluan_(numbering_tidak_diaktifk]Pendahuluan

Pendidikan merupakan hak dasar setiap warga negara, namun kendala ekonomi seringkali menjadi penghambat utama. Program Indonesia Pintar (PIP) diluncurkan sebagai solusi untuk meringankan beban biaya pendidikan personal bagi siswa dari keluarga miskin [1]. Di UPT SD Negeri 19 Gresik, penentuan siswa yang layak menerima bantuan merupakan tugas kompleks karena volume data yang besar, sehingga seleksi manual berisiko menimbulkan subjektivitas [2].
Perkembangan teknologi informasi menawarkan solusi melalui teknik klasifikasi otomatis menggunakan algoritma K-Nearest Neighbor (KNN) [3]. KNN bekerja dengan mencari kedekatan jarak antara data uji dengan data latih berdasarkan karakteristik tertentu . Penelitian ini memfokuskan pada tiga parameter utama: (1) Pekerjaan orang tua, (2) Penghasilan, dan (3) Status rumah untuk meningkatkan transparansi distribusi beasiswa.
Perkembangan teknologi informasi, khususnya di bidang data mining, memungkinkan pengolahan data dalam jumlah besar untuk menghasilkan informasi yang akurat. Salah satu metode klasifikasi yang banyak digunakan adalah K-Nearest Neighbor (KNN). Metode ini mengelompokkan data berdasarkan kedekatan jarak antar data sehingga cocok digunakan dalam kasus klasifikasi kelayakan penerima beasiswa.
Sistem yang diusulkan diharapkan dapat menjadi alat bantu pengambilan keputusan bagi pihak sekolah untuk merekomendasikan siswa yang layak menerima beasiswa PIP secara lebih objektif, tepat sasaran, dan transparan. Serta mempersiapkan untuk tahun kedepannya bila ada siswa baru dapat langsung di usulkan dalam beasiswa PIP. Penelitian ini memfokuskan pada tiga parameter utama yang diambil dari data sekolah, yaitu: (1) Pekerjaan orang tua, (2) Penghasilan orang tua, dan (3) Status kepemilikan rumah. Penggunaan KNN dipilih karena sifatnya yang non-parametrik dan kemampuannya memberikan hasil yang akurat pada dataset berukuran kecil hingga menengah yang umum ditemukan di lingkungan sekolah dasar. 

Diharapkan, hasil dari klasifikasi ini dapat meningkatkan transparansi dan ketepatan sasaran dalam distribusi beasiswa PIP di UPT Sekolah Dasar Negeri 19 Gresik. 
Perkembangan teknologi informasi, khususnya dalam bidang data mining, menawarkan solusi melalui teknik klasifikasi otomatis. Salah satu metode yang efektif untuk menangani permasalahan pola data adalah algoritma K-Nearest Neighbor (KNN). Algoritma ini bekerja dengan cara mencari kedekatan jarak antara data uji dengan data latih yang sudah ada berdasarkan karakteristik tertentu. Dalam konteks beasiswa, KNN dapat mengelompokkan siswa ke dalam kategori "Layak" atau "Tidak Layak" berdasarkan kemiripan profil ekonomi dengan penerima beasiswa sebelumnya.

2. [bookmark: 2._Metode_]Metode

Tahapanpenelitianmeliputipengumpulan data, praproses, dan klasifikasi. Data kategoriditransformasimenjadinilainumerikuntukmenghitungjarakEuclideansesuaiPersamaan 1[5]. 
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Proses inikrusialuntukmemastikanakurasihasilklasifikasi. Penggunaan parameter ekonomitelahdivalidasidalamberbagaistudiklasifikasiserupa.
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Gambar 1. Metode Penelitian

2.1 Pengumpulan Data
	Data penelitian diperoleh dari Dapodik (Data Pokok Pendidikan) yang dikelola oleh Kementerian Pendidikan, Kebudayaan, Riset, dan Teknologi (Kemendikbudristek). Data yang digunakan dalam penelitian ini Adalah data tahun ajaran 2025/2026 yang berjumlah 406 siswa dari 1 sekolah dasar di Kecamatan Kebomas, Kabupaten Gresik. Atribut data meliputi no, sekolah, nama siswa, alat transportasi, status kepemilikan KPS, pekerjaan ayah, penghasilan ayah, pekerjaanibu, penghasilan ibu, rombelsaatini, status penerimaan PIP, kebutuhan khusus, anak keberapa, jumlah saudara kandung, serta jarak rumah ke sekolah. Data diperoleh melalui kerja sama dengan koordinator wilayah pendidikan dan operator sekolah.
2.2 Pra-Pemrosesan Data
Pada tahap Pra-Pemrosesan Data,  data yang telah dikumpulkan dari aplikasi Dapodik akan diproses untuk memastikan kualitas dan kesiapan data sebelum di analisis lebih lanjut. Tahapan ini mencakup beberapa langkah penting [4].yaitu: 

1. Data Selection – salah satutahapawaldalam proses data preprocessing yang bertujua nuntuk memilih subset data yang relevan dari dataset yang tersedia, sesuai dengan tujuan analisis atau pemodelan. 
2. Data Cleaning – Mengidentifikasi dan mengatasi data yang tidaklengkap, duplikat, atau inkonsisten, seperti data siswa yang kosong atau terdapat kesalahan dalam pengisian atribut
3. Transformasi Data – Mengonversi format data agar sesuai dengan kebutuhan analisis, seperti standarisasi format pekerjaan orang tua, pengkodean kategori untuk atribut tertentu.
Tahap pre-processing ini bertujuan untuk meningkatkan akurasi dan efektivitas analisis data yang akan dilakukan pada tahap berikutnya.
2.3 	Algoritma KNN
AlgoritmaK-Nearest Neighbor merupakan sebuah metode pengklasifikasian data dengan melakukan klasifikasi berdasarkan perhitungan jarak terdekat antara kasus baru dengan kasus lama berdasarkan kecocokan bobot yang ada[2].Kualitas data pada penelitian dapat mempengaruhi nilai K yang digunakan pada metodeini. Efek Noise pada klasifikasi dapat dikurangi dengan Nilai K yang tinggi namun membuat batasan antara masing-masing klasifikasi menjadi lebih kabur. Adapun langkah-langkah perhitungan dalam metode K-Nearest Neighbor adalah sebagai berikut:
1. Menentukan Parameter K, dimana K merupakan jumlah tetangga terdekat yang digunakan
2. Menghitung kuadrat jarak Euclid (queri instance) pada masing-masing objek terhadap data sampel yang diberikan
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3. Mengurutkan jarak objek-objek tersebut kedalam kelompok yang mempunyai jarak Euclid paling kecil
4. Mengumpulkan setiap kategori Y (klasifikasiNeirest Neighbor) 
5.	Memakai kategori Neirest Neighbor yang paling banyak muncul maka dapat dijadikan sebagai prediksi

2.4 Kode Program
Implementasi algoritma dituliskan dalam blok kode sesuai aturan format jurnal sebagai berikut: 
Kode 1. Perhitungan Jarak Euclidean
def hitung_knn(data_latih, data_uji, k):
jarak = []
    for item in data_latih:
        d = math.sqrt(sum((a - b) ** 2 for a, b in zip(item, data_uji)))
jarak.append((d, item.label))
jarak.sort(key=lambda x: x[0])
    return hitung_mayoritas(jarak[:k])




[bookmark: 3._Hasil_dan_Pembahasan_]3. 	Hasil dan Pembahasan
Hasil klasifikasi kelayakan beasiswa PIP menggunakan algoritma K-Nearest Neighbor (KNN) berdasarkan dataset dari UPT Sekolah Dasar Negeri 19 Gresik.
3.1 Analisis Data
Dataset yang digunakan dalam penelitian ini berasal dari data Dapodik tahun ajaran 2025/2026 yang berjumlah 406 siswa. Parameter utama yang dianalisis meliputi pekerjaan orang tua, penghasilan, dan status kepemilikan rumah. Berdasarkan pemrosesan menggunakan algoritma K-Nearest Neighbor (KNN), diperoleh distribusi kelayakan sebagai berikut :
Tabel 1. ContohTransformasi Data Latih 5

	No
	Pekerjaan Ayah
	Penghasilan Ayah
	Status Rumah
	Kalsifikasi

	1
	Buruh
	1 (< 1 Juta)
	1 (Milik Sendiri)
	Layak

	2
	Petani
	1 (< 1 Juta)
	2 (Sewa/Numpang)
	Layak

	3
	PNS
	3 (> 2 Juta)
	1 (Milik Sendiri)
	Tidak Layak

	4
	Pedagang
	2 (1-2 Juta)
	1 (Milik Sendiri)
	Tidak Layak



3.2 Hasil Perhitungan
Proses klasifikasi dilakukan dengan menghitung jarak terkecil antara data uji dan data latih menggunakan persamaan Euclidean Distance yang diletakkan rata kiri sesuai aturan.
Tabel 2. Distribusi Kelayakan Beasiswa PIP (N=406)

	Kategori Klasifikasi
	Jumlah Siswa
	Persentase (%)

	Layak (Eligible)
	235
	57,9%

	Tidak Layak (Not Eligible)
	171
	42%

	Total
	406
	100%


3.3 PembahasanAkurasi
Hasil klasifikasi menunjukkan bahwa mayoritas siswa (57,9%) memenuhi kriteria kelayakan. Penggunaan algoritma KNN dengan perhitungan jarak Euclidean memungkinkan sistem untuk mengelompokkan siswa berdasarkan kemiripan profil ekonomi secara objektif. Hal ini mengurangi risiko subjektivitas yang sering muncul pada seleksi manual.

4. [bookmark: 4._Kesimpulan_]Kesimpulan

Penerapan metode K-Nearest Neighbor (KNN) pada UPT Sekolah Dasar Negeri 19 Gresik terbukti mampu mengklasifikasikan kelayakan penerima beasiswa PIP secara otomatis dan objektif. Dari total 406 data siswa, sistem merekomendasikan 235 siswa (57,9%) sebagai penerima yang layak. Penggunaan parameter ekonomi yang tepat serta proses preprocessing data yang teliti sangat krusial untuk menghasilkan akurasi klasifikasi yang tepat sasaran.
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